
Subject: Re: "Numerical Recipes" implementation complaints
Posted by Mirko Vukovic on Fri, 25 Apr 1997 07:00:00 GMT
View Forum Message <> Reply to Message

Wayne Landsman wrote:
>  
>  RSI is very careful when implementing the "Numerical Recipes in C"
>  functions to not modify the original C code.    This is a good idea in
>  principle -- it means, for example, that users can use the NR book to
>  examine the IDL source code.  But I think that when the code requires a
>  user-supplied function, then the required function should be IDL-like
>  and not C-like.  Below are two examples:
>  
>  1.  The intrinisc QSIMP() function will integrate a user-supplied
>  function.   This function must "accept a single *scalar* argument X and
>  return a *scalar* result (!!!)."     It goes against all my IDL training
>  to write a function that does not accept a vector argument!    More
>  important, it means that the intrinisc QSIMP() function is usually
>  slower -- sometimes much slower -- than a  vectorized version coded in
>  the IDL language (such as available at
>   http://idlastro.gsfc.nasa.gov/ftp/pro/math/qsimp.pro).  This is
>  because, say, on the 16th iteration of the integration, the intrinsic
>  QSIMP function must make 32768 calls to the user-supplied function,
>  whereas a vectorized version makes one call with a 32768 element
>  vector.
>  
>  2.  In IDL V5.0B5, the Numerical Recipes version of the
>  Levenberg-Marquardt non-linear least squares fitting algorithm is
>  introduced as the intrinsic function LMFIT().  This function seems to be
>  more robust than CURFIT(), and I especially like the FITA keyword, which
>  lets users designate parameters as either fixed or free.   But LMFIT()
>  wants the user-supplied function to return both the function value and
>  derivative *in a single vector*.   This differs  from CURVEFIT which
>  wants a user-supplied function to return the function value, and
>  optionally the derivative, in parameters.    The ability to make the
>  derivative computation optional is what makes the CURVEFIT function
>  IDL-like.  Some consequences of the LMFIT() choice of fitting function
>  are:
>  
>     (1) If we want to compare the CURVEFIT() and LMFIT() fitting results,
>  then we must write two different functions to do the same thing.
>  
>     (2) The /NODERIVATIVE option -- to automatically compute derivatives
>  numerically -- in CURVEFIT is not possible in LMFIT(). I usually use
>  non-linear fitting to fit numerical models to data, and it is not
>  possible to compute analytic derivatives.    In CURVEFIT() I could just
>  set the /NODERIVATIVE keyword, and let the calling program do the
>  numerical derivatives, whereas for LMFIT() I must write the numerical
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>  derivative computation inside each function.
>  
>     (3) If I want to use a function for other purposes than LMFIT, then I
>  certainly do not want to have to compute the derivatives each time I
>  need the function value.   (Yes, I know I could add a /NODERIVATIVE
>  keyword to the function, so that it would return garbage in the
>  derivative indicies of the output vector,  but this is not aesthetically
>  very pleasing.)
>  
>  Wayne Landsman                                landsman@mpb.gsfc.nasa.gov

I am somewhat surprised that RSI uses numerical recipes.  I like that
code very much, but listening to experts and the NR authors themselves,
the code does not claim to be state of the art -- which is fine for 90%
of the users.

However, from a 1500$ piece of software, I might expect more robust and
state of the art numerical routines (espetially since it fails in other
respects, like lacking polar surface and contour plotting routines --
see my outburst of two weeks ago :-) ).
-- 
Mirko Vukovic, Ph.D   	3075 Hansen Way M/S K-109
Varian Associates	Palo Alto, CA, 94304
415/424-4969		mirko.vukovic@varian.grc.com

Subject: Re: "Numerical Recipes" implementation complaints
Posted by Wayne Landsman on Sat, 26 Apr 1997 07:00:00 GMT
View Forum Message <> Reply to Message

Mirko Vukovic wrote:

>  I am somewhat surprised that RSI uses numerical recipes.  I like that
>  code very much, but listening to experts and the NR authors themselves,
>  the code does not claim to be state of the art -- which is fine for 90%
>  of the users.
>  
>  However, from a 1500$ piece of software, I might expect more robust and
>  state of the art numerical routines (espetially since it fails in other
>  respects, like lacking polar surface and contour plotting routines --
>  see my outburst of two weeks ago :-) ).

Despite my earlier complaint about how some of the NR routines are
implemented in IDL, I support the choice of NR as the IDL math package.
I will grant that NR is not a state-of-the art package, and that many
professional numerical analysts will belittle it.   (But note that most
claims of bugs in NR fall into the category of urban legend -- see
http://nr.harvard.edu/nr/bug-rebutt.html).    But I believe that this
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drawback of NR is offset by the following advantages: 

1. It does no good to have state-of-the art numerics if most users don't
know how to take advantage of it.    The NR routines are all described
in readable prose in the NR books, which are written from the viewpoint
of a typical IDL user -- someone who wants to use a numerical routine
for data analysis, without having the time to fully delve into courses
in numerical analysis.

2. The NR books are extremely popular (more than a quarter-million
copies in print), so that any quirks or peculiarities in the code are
well-known on the Net, and IDL users explaining their data analysis
methods (e.g. "the function was integrated using the NR code QSIMP")
will be understood by the majority of the scientific community.

3. Since IDL is primarily a data analysis package, I would  argue that
it doesn't need the complete sophistication of say the NAG mathematical
software.  For example, there are many classes of differential equations
which are not handled by the NR code, but I doubt that adding this
capability to IDL is high on the priority list of most users.   (People
who do need to solve such equations would probably be using, say
parallel FORTRAN, rather than IDL.)

--Wayne Landsman                           landsman@mpb.gsfc.nasa.gov

Subject: Re: "Numerical Recipes" implementation complaints
Posted by hto on Sat, 26 Apr 1997 07:00:00 GMT
View Forum Message <> Reply to Message

On Fri, 25 Apr 1997 13:05:38 -0400, Wayne Landsman
<landsman@mpb.gsfc.nasa.gov> wrote:

> RSI is very careful when implementing the "Numerical Recipes in C"

I am a fan of Numerical Recipes.  I find the routines useful and the
text informative and entertaining.  However, anyone doing serious
numerical work should visit http://math.jpl.nasa.gov/nr/ for an
alternative viewpoint.  If you're interested in a vast repository of
good free code (mostly Fortran) visit http://www.netlib.org/
Howard Onishi
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